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The annually thawing active layer of peimafrost is central to considerations of climate change 
consequences in arctic areas and interpretations of deep permafrost temperatures that constitute an 
exceptional archive of past climate change. Moreover, a sound understanding of the thermal regime of the 
active layer is of great interest, because all chemical, biological and physical processes are concentrated 
there. The author studied this layer by examining the soil physical properties and heat transfer processes 
that dictate soil temperatures for an arctic desert site in northwestern Spitsbergen. A wide array of soil 
physical properties based on field observations and laboratoiy measurements were defined. These include 
mineralogy, grain size distribution, local regolith thickness, porosity, density, typical soil moisture profile, 
heat capacity and thermal conductivity. Heat transfer processes were studied through modeling of soil 
temperatures. The heat transfer model accounted for much of the observed soil thermal regime. It was 
found that thermal conduction. phase change of soil water at O'C, and changes in unfrozen water content 
are the primary thermal processes that explain the observed soil temperatures in this field site. Melt-water 
infiltration, which is often overlooked in the energy budget, causes abrupt warming events and delivers 
considerable energy to the soil in late spring. An increase in frequency or magnitude of infiltration events 
could mimic simple spring time surface warming. Advection of ground water and soil internal evaporation 
were found to be generally unimportant at the site studied. 
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Introduction 

Pemiafrost underlies approximately 25% of the 
world's land surface and is widespread in high 
latitude and altitude regions (Judge & Pilon 1983). 
Although climate warming is somewhat subdued 
when the effects of sulfate aerosol are included 
(Meehl. et al. 1996; Santer et al. 1995), the widely 
discussed models for contemporary greenhouse- 
induced climate change generally predict that 
warming will be greatest in high latitude regions 
(Budyko & Izrael 1987; Maxwell & Barrie 1989; 
Roots 1989; but see Kahl et al. 1993; Walsh 1993; 
IPCC 1996). This leads to the important expecta- 
tion that current and impending climate change 
will alter the surface energy balance, the soil 
temperature and, hence, the distribution of perma- 
frost (Nelson & Anisimov 1993; Riseborough & 
Smith 1993). 

The specific effects of macro-scale climate 
change on permafrost are not likely to be simple 
because the interactions between climate, micro- 
climate, surface and ground themial conditions 

are complex (Putkonen in press). Nevertheless. 
theoretical considerations suggest that relatively 
rapid changes may occur in the active layer depth, 
defined as the depth of summer thaw, and in the 
distribution of warm pemiafrost near its southern 
limit. Changes in the depth of the active layer 
have diverse and far-reaching implications be- 
cause practically all hydrologic. geomorphic, 
pedologic, chemical, and biological processes 
are sharply focused in this surface layer. 

The anticipated increase in active layer depth 
would have direct societal consequences. Frost 
heave and differential thaw settlement would 
result in a significant increase of damage to 
houses, roads, airports and other structures, as 
well as raise the maintenance costs of these. 
Farming would be hindered because cf thermo- 
karst formation. An increase in the active layer 
depth would increase the incidence of slope 
stability problems (Permafrost Research, p. 15, 
1983; Judge & Pilon 1983). Regions far beyond 
permafrost areas would also be influenced be- 
cause greenhouse warming would be exacerbated 
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by the release of carbon dioxide and methane, 
currently stored in permafrost, to the atmosphere 
(Oechel et al. 1993). 

In contrast with the upper boundary of 
permafrost, which is defined by the depth of 
summer thaw, changes in the position of the lower 
boundary of permafrost will generally be unim- 
portant for thousands of years to come because of 
the slow conductive transfer of heat over typical 
length scales of hundreds of metres (Osterkamp & 
Gosink 1991). A virtue of this slow thermal 
response is that a direct archive of climatic events 
over the last centuries lingers in permafrost 
temperatures. 

In the presence of a changing climate, there- 
fore, permafrost can play at least three important 
roles: (1) a recorder of shallow ground tempera- 
ture stored in deep permafrost; (2) an agent of 
environmental changes that affects landscapes and 
land-ocean and land-atmosphere interactions as 
well as ecological and human communities; and 
(3) an amplifier of further climate change (Nelson 
et al. 1993). 

Background 

This work examines the factors that define the 
thermal regime of the soil in a permafrost area in 
an attempt to gain a better understanding of the 
'complex and poorly understood regions (active 
layer, snow pack and boundary layer) through 
which the two temperatures [permafrost and air 
temperature] are coupled' (Lachenbmch & 
Marshall 1986). The focus is on the soil thermal 
properties and heat transfer processes that control 
the net energy budget of high latitude soils today. 
The work is motivated by the interest in improv- 
ing the interpretation of the records of past soil 
temperatures and the assessment of the effects of 
upcoming climate change on the thermal regime 
of the active layer and permafrost. 

The response of the soil energy budget to 
changes in environmental factors depends on heat 
transfer through the snowlsoil system. This is 
modeled as conduction with latent heat transfers 
accompanying phase changes (equation 1). 

Several aspects of this problem have been 
studied previously, including effects of snow 
cover on soil heat flow (Goodrich 1982; Sturm 
et al. 1995), soil heat flow in wet arctic tundra 
(Romanovski & Osterkamp 1995; Hinkel & 
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Fig. 1. Location map of Svalbard showing the field area. 

Outcalt 1994; Kane et al. 1991), soil and snow 
surface heat transfer (Weller & Holmgren 1974) 
and rain-on-snow events (Woo & Heron 1981). 
However, all researchers except Woo (1981) have 
focused on relatively wet arctic or alpine tundra 
areas where the soil is covered by a substantial 
mat of organic material. This leaves the soil 
thermal regime of the vast high arctic region, 
which is sparsely vegetated and relatively dry, 
largely uncharacterised. 

The work presented here is guided by data from 
a relatively dry arctic desert site (latitude 
78"57'29N, longitude 12"27'42E), Br@ggerhalv- 
eya in western Spitsbergen, 10 km NW from Ny- 
Alesund (Figs. 1, 2 and 3). Here the influence of 
plants, including thermal insulation and transpira- 
tion, is negligible. Completely void of vegetation, 
the surface of this site quickly dries up after 
summer storms, although the ground water table is 
not far from the surface throughout the summer 
(typically less than 0.5 metres). The relatively 
warm mean winter air temperature (mean of 
coldest month, February, is -14.6"C) permits 
examination of latent heat effects and other non- 
conductive soil heat transfer processes that are 
much less evident at lower temperatures. For a 
description of the field site, see Hallet & Prestmd 
(1986). 
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Fig.  2 .  Detailed map of the field area showing the field site, Geopol and Kvadehukelva (Modified from Norsk Polarinstitutt 
topographic map: Svalhard 1 : 100,000 Sheet A7 Kongsfjorden 1990). 

The objectives of the study are to determine the 
soil thermal properties, heat transfer processes and 
develop a thermal model of soil surface heat flow 
under atmospheric forcing. This model is tested, 
validated and calibrated using soil temperature 
and micrometeorological data from a field site in 
western Spitsbergen. 

The first part of this paper focuses on 
measurements and analysis of thermal processes 
in the active layer. Two issues are then examined: 

Fig. 3. Fenced field site in Kvadehuken. 

(I)  the importance of vapor advection and 
associated phase changes in the soil as heat 
transfer processes during the summer and fall 
freeze up at this site, as suggested by Hinkel & 
Outcalt (1993) based on their studies in Alaska; 
(2) how modeling of heat conduction is affected 
by the use of field-monitored spatial and temporal 
variation in soil themial properties. These proper- 
ties vary in concert with moisture content and 
phase changes. 

Data 

A program of automated soil temperature record- 
ings was initiated in the summer of 1984 at a 
patterned, ground field site described by Hallet & 
Prestrud (1986). Thermistors were placed ap- 
proximately 0.1 m apart in an epoxy-filled PVC 
rod (18 mm outside diameter) and buried in the 
centre of a fine-grained domain of a sorted circle 
1.14 m below the ground surface. The thermistors 
were linked to a digital microprocessor; the 
frequency of measurements varied from 1-24/ 
day. The resolution of the thermistors is O.O04"C, 
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and the accuracy is estimated to be 0.02"C near 
0°C. Complementary recordings of frost heave 
and pore pressure were also available. Soil 
samples were collected to determine mineralogy, 
moisture content, thermal and hydraulic conduc- 
tivity, and bulk density in the laboratory. During 
the summer of 1991 additional sensors were 
installed, two soil heat flow transducers (Radia- 
tion and Energy Balance Systems, Inc. (REBS), 
HFT-3, accuracy 0.1 W m-2, 0.1 m and 0.2 m 
below surface). In addition, a thermal conductiv- 
ity probe was installed 0.1 m below surface (Soil- 
tronics, model TC2, accuracy * 5 %  (Shiozawa & 
Campbell 1990)). 

Three relatively uninterrupted periods of data 
were used in the analyses: one year beginning in 
September 1985 to model a complete annual 
cycle, and the 1991 and 1992 summers to examine 
higher frequency events more closely. In light of 
standard meteorological observations, the Sep- 
tember 1985-August 1986 period was average. 
Mean annual air temperature was -6.6"C, 0.4"C 
colder than the long term (1975-1990) mean, but 
well within the mean variability (0 = 1.3"C). 
Annual precipitation was 17% larger than long 
term mean (372mm); however, the number of 
rain-on-snow events was less (3) than average 
(5.5). During the summer of 1991, +e mean air 
temperature for July-August in Ny-Alesund was 
4.7"C, which is 0.2"C colder than the long-term 
mean. Overall, the reference periods are close to 
long-term averages. 

Active layer thermal modeling 

Modeling soil thermal regime 

Good insight into the thermal regime of a laterally 
uniform soil can be gained using the general one- 
dimensional thermal diffusion equation with 
phase change (1). 

Where Tis temperature ["C], t is time [s], pc is the 
soil heat capacity [J mP3 K-'I, k is soil thermal 
conductivity [W m-l K-'I, z is depth [m], V, is 
unit volume [ l  m3], Lf is latent heat of fusion of 
ice [J kg-'I, p w  is density of water [kg mP3], V, is 
volume of ice [m3]. 

Physically this means that the time rate of 
temperature change is related to thermal con- 
ductivity and temperature gradient both above and 
below the level of interest and the rate of ice 
formation within the soil. The term for ice 
formation integrates both phase change at 0°C 
and the progressive freezing of unfrozen water as 
temperatures decrease below 0°C. 

Measured soil temperatures were compared to 
temperatures calculated using an explicit finite 
difference approximation of equation (1) with two 
boundary conditions (for details of the discretisa- 
tion process see Appendix A): the measured 
surface temperature and the temperature at 15 m, 
which was assumed fixed at -4.O"C. This basal 
temperature is the mean annual soil temperature at 
the lowest measurement level (1.14 m) corrected 
by 0.375"C to account for the geothermal gradient 
(using an average continental geothermal gradient 
of 25"C/1000 m for 14 m). This 15 m temperature 
corresponds closely to measurements obtained in 
comparable settings elsewhere in SpitFbergen. 
These borehole measurements in Ny-Alesund, 
Longyearbyen and Sveagruva reveal temperatures 
between -3 to -7°C at 10-20m (Liest01 1975; 
Gregersen & Eidsmoen 1988). The depth to 
bedrock and the thermal properties of bedrock 
are estimated from observations and from ana- 
lysed samples (see sections below). 

Soil physical properties 

Quantitative consideration of the soil thermal 
regime requires that the heat capacity and thermal 
conductivity of the soil be specified realistically. 
These thermal parameters depend on soil miner- 
alogy, porosity and moisture content, as sum- 
marised in Table 1. These parameters commonly 
vary with depth and time because they are related 
to soil moisture content which also tends to vary 
in natural soils. Therefore, detailed thermal 
analysis essentially requires continuous in situ 
measurements of thermal properties. 

Mineralogy, grain size and regolith thickness 

The soil, comprising much of the fine-grained 
centres of sorted circles where the temperature 
data of interest were obtained, is a silt loam 
(Mann et al. 1986; Lovlie & Putkonen 1996). It 
contains considerable gravel, averaging 58.5% by 
weight, and ranging from 23-82% (pers. comm. 
B. Hallet 1995). Mineralogically, the soil resem- 
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Table 1. Physical characteristics of soil minerals. 

Thermal 
Mineral density"' Volume Heat capacity''' conductivity 

fraction [J kg-' K-'1 [W m-l K-'](1)(2) Mineral type [kg m-31 

Dolomite 2830 0.8 813 4.98 
Calcite 2700 0.1 795 3.66 
Quartz 2650 0.1 700 8.09 

('I  Clark (1966) 
'*) Bennan & Brown (1985) 

bles the underlying bedrock and consists mainly 
of dolomite (80%) and quartz, with varying 
amounts of feldspars and mica (Etzelmiiller & 
Sollid 1991). The gravel (particles 0.5 to 5 cm in 
diameter), which is abundant even in the fine- 
grained soils, is dominantly comprised of carbo- 
nates (up to 83%). The Carbonates are mostly 
dolomite with some calcite (Mann et al. 1986). In 
this work the following representative mineralogy 
is used for the soil: 80% dolomite, 10% calcite 
and 10% quartz by volume. 

The mean depth of the regolith at the field site 
is estimated to be 1.4 i 0.2 m, based on hand- 
probing at the site in the late summer and 
examination of the soil stratigraphy at representa- 
tive cross sections along the nearby Kvadehukelva 
(Kvadehukelva in Fig. 2) .  The cross sections 
revealed relatively thick regolith (Fig. 4) on major 
former beach ridges (Tolgensbakk & Sollid 1987) 
and thinner cover in swales between them. The 
field site is located in a swale between beach- 
ridges. The regolith thickness corresponds ap- 
proximately with the active layer depth. 

v Field site y 
0 1000 2000 3000 

Distance along the stream [rn] 

Fig. 4. Regolith thickness along the Kvadehukelva that cuts 
across elevated beach ridges near the field site. The thickness is 
greatest on beach ridges and thinnest in intervening swales. The 
field site is located in such a swale, where the regolith, as well 
as the active layer depth averages 1.4 * 0.2 m in depth, based 
on late sununer hand probing. 

Porosity 

Calculations of porosity are based on two sets of 
soil samples taken simultaneously from one 
excavation in sorted circle fines (8/6/85, S. 
Prestrud-Anderson). Samples were obtained from 
four different levels (0, 0.2, 0.4, and 0.6 m below 
surface) for bulk density and moisture content 
analyses (Fig. 5) .  For each level porosity was 
calculated from mean values of each data set. 
Uncertainty limits represent the combination of 
standard deviation of bulk density and moisture 
content. There appears to be a slight increase in 
porosity towards surface, but as it is well within 
uncertainty limits the whole section is assigned 
one representative porosity value: 0.26 * 0.03. A 
few spot Time Domain Reflectometry (TDR)- 
measurements (Hydra Probe, Vitel Inc.) at the 
field site, when the soil was saturated, gave an 
average porosity of 0.29 f 0.03 from the surface 
to a depth of 0.5 m. When uncertainties are taken 
into account, this corresponds well with the 0.26 
value used throughout this work. The temporal 
evolution of soil moisture content is described 
below. 

0.2 - 
0 0.2 0.4 0.6 0.8 

Depth [m] 

Fig. 5. Mean soil porosity as a function of depth, based on two 
sets of soil samples collected by S. Presti-ud-Anderson on 
August 6 .  1985, for bulk density and moisture content analyses. 
Uncertainty limits represent extreme combinations of bulk 
density and moisture content (each within one standard 
deviation of the mean). 
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Density thaw season and determining the volumetric 

The soil bulk density is dictated by the porosity, 
moisture content and densities of constituent 
minerals (Table 1). The average of the mineral 
densities, weighted according to their volume 
fractions, is 2800 kg m-3. The corresponding bulk 
densities of dry and water-saturated soil are 
2070 kg m-3 and 2330 kg mP3, using a porosity 
of 0.26. 

Soil Moisture Content 

The field site is located a few tens of metres from 
a small lake on an essentially horizontal surface 
and hence remains moist throughout the summer. 
A pore pressure transducer that reflects the height 
of the free water column was installed 0.55 m 
below the soil surface within the saturated soil 
domain. Depth to ground water table was also 
measured in a ground water tube, inserted 10m 
from the site. These point measurements are 
generally consistent with the continuous pore 
pressure data. During most of July and August 
1991, the ground water table depth was fairly 
stable, varying only within the vertical resolution 
of the thermal model. Therefore a representative 
mean value 0.4 m was applied in the correspond- 
ing thermal model. 

Above the ground water table the fine-grained 
soil is unsaturated but still contains considerable 
capillary water. The unsaturated soil moisture 
content at the level of 0.2m below surface was 
obtained by sampling the site weekly through the 
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Fig. 6. Position of ground water table from pore pressure 
transducer and manual probing. The probed depth is measured 
about 10 m away and upslope from pore pressure transducer, 
which may account for the difference between data sets. In the 
model, the mean depth of 0.4 rn was used from the end of July 
through August 1991. 

moisture content in the lab. The mean for the 
summer was 0.21 (0 = 0.02). This unsaturated soil 
moisture content is close to the expected value 
based on the soil moisture retention capacity that 
is estimated from the soil particle size distribution 
and the distance to water table (van Genuchten 
1976). In conclusion, the soil moisture content at 
this study site does not vary appreciably during 
the course of the summer after the initial thaw at 
the beginning of July (Fig. 6). 

Heat Capacity 

The heat capacity of the mineral phase is 
800.5 J kg-' K-', based on the heat capacity of 
the primary minerals and their mass fractions 
(Berman & Brown 1985) (Table 1). The corre- 
sponding bulk soil volumetric heat capacities (pc) 
range from 2.72.106 J m-3 K-' for saturated soils 
to 1.68.106Jm-3K-L for dry soils. The heat 
capacity in the summer modeling reflects the 
observed soil moisture content. 

For the winter period there are no independent 
measurements of the frozen soil heat capacities 
and of the distribution of ice, voids and mineral 
material. However, as the ratio of the heat 
capacities of ice to mineral matter is close to 
unity (0.93), the heat capacity is insensitive to 
variation in ice or mineral fraction. In contrast, 
in summer the corresponding ratio of water 
to mineral matter is 1.87. Consequently, in 
winter the heat capacity for the entire soil 
profile is assigned one representative value 
2.1.106 K-'. The heat capacities of 
mineral material (2.24.106 J mp3 K-') and ice 
(2.1.106Jm-3Kp') are both within 7% of the 
suggested mean value. A small volumetric frac- 
tion of voids (- 6%) in the soil will reduce the 
heat capacity to - 2.1.106 J m-3 Kp'. 

Thermal Conductivity 

The thermal conductivity of the mineral fraction 
can be estimated closely (Sass et al. 1971) from 
the geometric mean of the conductivities of the 
individual mineral constituents (see Table 1): 

= 5.0 W m-' K' 

The thermal conductivity of near-surface (0.1 m 
depth) unsaturated soil was also measured by a 
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Fig. 7. In situ near surface (0.1 m) soil thermal conductivity measured with a needle probe, and temperature during the winter 1995 
and sununer 1996; note discontinuous time scale. The mean thermal conductivities for unfrozen and frozen soil for this period are 
respectively 2.8 W rn-' K-' and 3.0 W m-' K-'. These differ significantly from laboratory measurements suggesting that the soil 
structure in remolded laboratory samples differs substantially from that in the field. 

needle probe (Shiozawa & Campbell 1990), 
activated once a day to provide an in situ 
measurement during the 2126195-7/21/96 period 
(Fig. 7). The probe heats the soil for a short time 
period and simultaneously monitors the transient 
temperature, which is a function of thermal 
conductivity of the surrounding material (Shioza- 
wa & Campbell 1990). The mean unfrozen and 
frozen thermal conductivities for this period are 
respectively 2.8 W m-' K-' and 3.0 W m-' K-'. 
Standard deviations are respectively 
0.19 W m-' K-' (6.9%) and 0.16 W m-' K-' 
(5.6%), which correspond well with the reported 
( + 5 % )  accuracy of the probe (Shiozawa & 
Campbell 1990). The measurements of the 
thermal conductivity of unfrozen soil compare 
favorably with 2.7 W m-' K-' value (0.26 poros- 
ity and 0.21 moisture content), calculated using an 
empirical relation suggested by Johansen ( 1975). 
Laboratory measurements with saturated soil 
sample from the field site yielded 2.7 W m-' K ~ ' 
(a = 0.04 W m-' K-', 1.6%) for unfrozen soil 
( -  2 0 T ,  porosity 0.30 * 0.03) 3.9 W m-' K -' 
(a = 0.32 W m-' K-', 8.2%) for frozen soil at 
-15°C (Fig. 8). Similar measurements with 
a field site sample by M. Fukuda (pers. 

comm. 1993) yielded values for saturated 
sample: -2O"C, 4.5 W m-' K-' and 20°C 
2.6 W m-' K-', which generally agree with other 
data presented here. These numbers are similar to 
the geometric mean (equation 2) of respective 
conductivities of saturated soil (frozen 
4.0 W rn-' K-' and unfrozen 2.8 W m-' K'). 
However, the field measurements are deemed 
most representative because the lab samples may 
have unrealistic soil structure and ice lens 
characteristics, which can affect the conductivity 
considerably (Hallet & Rasmussen 1993). The 
large difference between laboratory and in situ 
measured thermal conductivity for frozen soil 
suggests that in situ frozen soil near the ground 
surface contains air voids, lowering the thermal 
conductivity there. These voids are presumably 
formed in close connection with pervasive ice 
lensing within the soil structure (Hallet & 
Rasmussen, 1993). 

The soil thermal conductivity was determined 
from temperature data for 0.1 in depth for the 
winter 1985186 frozen ground because no direct 
thermal conductivity measurements were avail- 
able for the period and location of interest. This 
was accomplished by using a thermal model based 
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Fig. 8. Laboratory measurements of thermal conductivity 
of a saturated tine grained soil sample from the field site 
yielded average 2.7 W m-' K-' (standard deviation: 
0.04 W m-' K-') in the unfrozen (-2O"C, porosity 
0.30 i 0.03) and 3.9 W m-' K-' (-15"C, standard 
deviation: 0.32 W m-' K-') in the frozen state. The 
frozen lo3 cm3 sample was completely frozen in one 
hour. The rapid freezing and observed lack of ice lensing 
are probably responsible for the conductivity of the 
frozen sample being considerably higher than that 
measured in situ (Fig. 6) .  

Mean unfrozen soil conductivity 2.7 W/mK 

,o , 13 14 15 

Hours from beginning of the experiment 

on equation (1) and observed soil temperatures at 
two different levels within the uppermost 0.2 m as 
boundary conditions. The thermal conductivity 
was allowed to vary in order to find the effective 
thermal conductivity (2.0 W mpl Kp') that best 
reproduced the observed temperatures in the level 
between the two boundary temperatures. 

It is expected that the conductivity varies with 
depth due to vertical variation in moisture content 
or textural characteristics. To determine if this is 
indeed the case, I examined periods when the time 
rate of temperature change at each model grid 
level vanishes (dT/dt = 0) in equation (1). For the 
temperature to stabilise, the divergence of the heat 
flux also has to vanish, which implies that 

where kl  and k2 are the thermal conductivities 
[W mpl Kpl] of upper and lower control volumes 
respectively. 

Thus (3) can be solved for the ratio of 
conductivities, and a complete conductivity pro- 
file can be obtained based on the independently 
measured surface conductivity (Fig. 9). A twofold 

increase in the thermal conductivity occurs 
between the surface and 1.2 m depth, presumably 
due to a decrease in void fraction and changes in 
texture and ice content with depth. 

The conductivity profile is defined for a period 
with no rain-on-snow events and when soil 
temperatures were sufficiently low ( - - 10°C) to 
prevent complications caused by unfrozen water 
(as discussed below). This period was also chosen 
to include only temperature changes that were 
slow. If the soil temperatures were fluctuatiiig 
rapidly, periods of vanishing dT/dt (as required 
when using equation 3 )  would be rare and short- 
lived, and the intermittent sampling could miss 
temperature peaks and hence misrepresent the 
mean thermal forcing during that period. 

This method of determining the soil vertical 
conductivity profile is based on the following two 
assumptions: (1) conduction is the primary heat 
transfer process in the soil during this period, and 
no latent heat effects are present (for justification 
see section on soil internal evaporation); (2) heat 
flow is strictly one-dimensional and in the vertical 
direction. Failure of these assumptions would 
undermine the calculated conductivities. Addi- 
tional errors could arise from the finite accuracy 
of the soil temperature measurements; however, 
these are likely to be minor because the typical 
temperature difference between adjacent thermis- 
tors is about an order of magnitude larger than the 
accuracy of the system (0.02"C). 

.- c 
0 

0.05 0.25 0.45 0.65 0.85 1.05 

Depth [m] 
Heat transfer processes in soil 

Fig, 9, Vertical 

limits of one standard deviation are also shown. 

conductivity profile for the winter Previous studies of the thermal behaviour of arctic 

associated latent heat effects may significantly 
obtained from the temperature data (see text). Uncertainty soils have suggested that vapor advection and 
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contribute to the heat transfer in unfrozen soils 
(Hinkel & Outcalt 1993). Therefore, I have 
examined the heat transfer through both general 
calculations based on widely accepted theory on 
soil mass and energy flow (Philip & de Vries 
1957) and thermal modeling based on field 
measurements of soil temperatures. 

Advection of heat due to water motion 

In addition to heat conduction, which always 
occurs when the temperature gradient and con- 
ductivity are both finite, heat advection due to 
pore fluid migration can be significant. Thermal 
effects of fluid flow in porous medium can be 
assessed by calculating the Peclet number that is a 
ratio between advective and conductive heat 
transfer (equation 4). To maximise advection 
effects, the most rapid flow velocity likely to 
occur naturally in the soil from the study site has 
been considered: the vertical velocity in a freely 
draining saturated soil. This water velocity 
(u = 1.35.10-8 m s-') was determined from the 
hydraulic conductivity obtained by centrifuge 
method (J. Conca pers. comm. 1993). Any rapid 
water flow is likely to be confined to the active 
layer, hence the active layer depth ( - 1.5 m) can 
be used for the characteristic length in the Peclet 
number: 

(4) 
U L  

Pe = - = 6.7.  
K 

where tc is representative bulk soil thermal 
diffusivity = 1.10@ m2 s-'. 

The Peclet number (2.10-') is much less than 
one, which suggests that heat advection due to 
water flow is negligible. Similar results have been 
reported from Taimyr, Siberia (Boike 1997). 

During freeze up, the volumetric expansion of 
water due to freezing as well as ice lensing tend to 
break the soil structure and reduce the hydraulic 
conductivity, allowing more rapid infiltration 
once the soil thaws. However, the frost-induced 
increase in soil hydraulic conductivity is generally 
less than an order of magnitude (Chamberlain & 
Gow 1979) and, hence, advection is still very 
likely to be unimportant because the Peclet 
number is still much less than unity. 

Soil internal evaporation 

The importance of internal evaporation and 

condensation in the active layer, which has been 
stressed by Hinkel et al. (1990), Hinkel & Outcalt 
(1993) and Hinkel & Outcalt (1994) can be 
assessed through the physically based coupled 
energy and mass transfer model, formulated 
originally by Philip & de Vries (1957), modified 
by Milly (1982, 1984) and applied more recently 
by Scanlon & Milly (1994). 

Vapor flux is governed by two relations: 

dT 
dz qthermal vapor = Dthennal vapor - 

and 

d* 
dz qisoiheimal vapor = Disothermal vapor - 

Where: qthermal vapor is mass flux of vapor due to a 
thermal gradient [ms-'I, Drhermal vapor i s  vapor 
conductivity associated with a temperature gra- 
dient [m2 s-' K-'I, qisorhermal vapor is  mass flux of 
vapor due to a pressure head gradient [ms-'1, 
Dlsothermal vapor is isothermal vapor conductivity 
[m s-'], I+!I is pressure head [m]. 

Both conductivities depend on temperature, soil 
moisture content and grain size distribution. To 
obtain a liberal order of magnitude estimate of the 
vapor flux, a soil temperature of 25°C is assumed 
(actual soils are colder and hence would have 
lower conductivities). In terms of soil moisture 
content, both conductivities peak in relatively 
dry soil. The highest conductivities found by 
Scanlon & Milly (1994) for two soils of 
interest (silty clay and loamy sand, which 
are similar to the study site soil, silt loam 
being slightly finer and the other slightly 
coarser) are Dthemal vapor = -3.10-" m2 s-l K-' 
and Disothermal vapor = l.10-'4 m s-I. The corre- 
sponding maximal vapor flux is 

qrhema/ vapor = -3.10-" m2 SKI K-' (dT/dz) 

and corresponding latent heat flux in soil is 

q t h e m a /  vapor Pwarer L ( ~ T / ~ z )  = 0.075 w m-l K-' 
(dT/dz) 

where: Le is energy of evaporation = 
2.5.106 J kg-'. This vapor flux is directed from 
warm to colder domains. The maximum potential 
heat transfer contribution of thermal vapor flux is 
equivalent to an effective 3% increase in char- 
acteristic thermal conductivity (3 W m-l K-'). 

The maximum isothermal vapor flux due to a 
pressure head gradient is calculated using the 
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Disofhemal vapor (l.lO-I4 m s-') and the maximum 
assumed pressure head gradient. The pressure 
head of very fine grained surface soil is on the 
order of -1.5.106Pa (R. Sletten pers. comm. 
1996), with water-saturated soil at 1 m depth and 
with such dry soil at the surface the pressure head 
gradient would be only 150 which is less than 
liberal order of magnitude estimate (lo3) used 
here for pressure head gradient: 

qisofhennal vapor = 1 ' m Sp1 

103 = 1 . 10-11 m s-1 

The corresponding latent heat transfer to the site 
of evaporation is 

qisofhennalvapor L'wafer Le = 1 ' 10-l' s-] 
lo3 kg m-3 2.5 . lo6 J kg-' = 0.025 W m-' 

Typical conductive soil heat fluxes exceed this 
latent heat transfer associated with vapor transport 
and condensation by more than two orders of 
magnitude; hence, thermal behaviour is for all 
practical purposes purely conductive. Other po- 
tential mechanisms to drive significant heat 
transfer in soil, such as chemically induced free 
energy gradients (Hinkel & Outcalt 1994), have 
yet to be documented. 

Conduction with phase change, thermal 
conductivity gradient and unfrozen water 

This section introduces processes and phenomena 
that figure importantly in but complicate the soil 
thermal analysis. These are commonly omitted 
from soil thermal models. 

Thermal properties of natural soils vary verti- 
cally due to changes in texture, lithology, 
moisture andlor organic content (Woo & Xia 
1996). The general thermal conduction equation 
(1) contains a term explicitly accounting for the 
thermal conductivity gradient. For many natural 
soils this conductivity gradient term turns out to 
be important. If omitted, non-conductive pro- 
cesses would need to be invoked to explain the 
thermal data. To assess the importance of the 
thermal conductivity gradient to the soil thermal 
regime, a representative period of early winter 
data (1 1/26-12126/85) was analysed. The least 
squared error between observed and modeled soil 
temperatures for this period using the formerly 
determined soil conductivity gradient (see section 
on Thermal conductivity) is 0.15"C for the 1.1 m 
deep reference volume. The same calculation 
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Fig. 10. Effective heat capacity reflecting the influence of the 
unfrozen water freezing at temperatures below 0°C. For this 
soil, practically all of the water freezes above -3°C (based on 
NMR measurements of unfrozen water in samples from the site 
by A. Tice, CRREL) rendering the effect of unfrozen water at 
lower temperatures negligible. 

using the mean thermal conductivity reveals a 
least squared error of 0.48"C, 220% larger than 
optimal. Then, the least squared error was 
minimised, by finding the thermal conductivity 
constant over time and depth that produced the 
best fit between observed and modeled soil 
temperatures. This best fit mean thermal con- 
ductivity was 1.9 Wm-' K-', which is 32% 
smaller than the actual mean (2.8 W m-' K-'). 
Discrepancies are significant and suggest that the 
thermal conductivity gradient can be omitted only 
in cases of completely homogeneous soils, despite 
its common absence in soil thermal analyses. 

Frozen soils are known to contain unfrozen 
water at temperatures well below 0°C (Williams 
& Smith 1989), which greatly increases the 
apparent heat capacity (requiring more energy to 
change the soil temperature) and lowers the 
thermal conductivity near 0°C (McGaw et al. 
1978). For soil from this study site, most of the 
water freezes above -1°C. From -1°C to -3°C 
the apparent soil heat capacity is augmented by 
only about lo%, and below -3°C the contribution 
from unfrozen water is negligible (A. Tice pers. 
comm. Cold Regions Research and Engineering 
Laboratory (CRREL)) (Fig. lo). The unfrozen 
water that freezes at temperatures below 0°C 
dictates the typical gradual departure (approach) 
of temperatures from (to) 0°C (Fig. ll), which is 
characteristic of fine grained soils. Without this 
term, the modeled temperatures would depart 
abruptly from 0°C once all the water is frozen. 
The amount of unfrozen water content is soil 
specific, and omission of the term from models 
would lead to unrealistic results, particularly for 
fine-grained soils. Another well-known phenom- 
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enon of freezing soils that is captured by the 
model is the formation of zero degree curtain, as 
the majority of the soil water freezes at a 
particular level, holding the soil temperatures at 
0°C typically for many weeks. 

The amount and location of ice growth and 
decay has considerable importance on soil thermal 
behaviour. To model soil temperatures correctly 
over freeze up and melt periods, the temperature 
data were used to solve for rates of formation and 
melting of ice as a function of time and depth (see 
details below). 

Taking into account all these factors, which are 
generally disregarded in soil thermal models, the 
modeling accounted for much of the observed 

thermal behaviour and revealed reasonable values 
for thermal properties, closely resembling those 
measured in situ independently. There was 
generally no need to introduce non-conductive 
processes, except during the rapid warming events 
observed in the spring. 

Characteristic soil thermal phases 

Following is a summary of the primary character- 
istics of the soil thermal regime for thermally 
distinct periods of the year. The thermal field was 
modeled by making use of the observed soil 
surface temperature and heat flow, information on 
soil composition and thickness and on bedrock 
lithology, and assumed mean annual soil tem- 
perature 15 m below surface. The near surface soil 
thermal properties were solved by a one-dimen- 
sional standard heat transfer model (equation 1). 
Modeled temperatures from 0.1 m to 1.1 m depth 
(0.1 m increment) were compared to observed 
temperatures. 

During the summer, conduction is the only 
significant heat transfer process. The propagation 
and attenuation with depth of the daily tempera- 
ture signal is seen clearly in both modeled and 
observed soil temperatures (Fig. 10). The vertical 
variation in soil thermal conductivity necessitates 
the inclusion of the dk/dz-term in the general one- 
dimensional diffusion equation (Fig. 12). 

Fall typically starts with persistently freezing 
air temperatures and light snowfall. The thermal 
regime is forced by sustained radiative energy loss 
at the ground surface resulting in slow conductive 
cooling in the soil. See Fig. (11) for modeled and 
observed soil temperatures during fall freeze up. 
Considerable latent heat is released as water 

0.2 0.4 0.6 0.8 1 

Depth [rn] 

Fig. 12.  Summer soil thermal conductivity profile. The 0.2 m 
conductivity was measured in situ, for conductivities at lower 
depths see the Fig. 6 caption for an explanation. 
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Fig. 13. Modeled amount of ice in the soil per depth increment 
formed during the 1985 fall freeze up and melted during the 
subsequent thaw period. Determined by allowing the ice 
amount in the model to evolve so that the correct timing of 
freeze up was reproduced at each level. The main modeled 
concentration of ice occurred 0.3 m below the ground surface. 
The total amount of ice thawed throughout the soil in the 
subsequent spring is within 2% of the calculated amount 
formed in the fall; however, the peak value at 0.3 m level is less 
pronounced during the spring presumably due to moisture 
redistribution during the snow cover period. 

freezes, establishing the widely recognised zero- 
degree curtain in the active layer. Soil thermal 
properties change progressively during this period 
as a result of extensive water transfer and phase 
change that is manifested in considerable frost 
heaving. The soil moisture content and the 
amount of ice growth dictate the magnitude of 
latent heat effects. In the model, both the freezing 
of much of the water at 0°C and the progressive 
freezing of the remaining water at lower tem- 
peratures were taken into account through the 
latent heat term in equation (1). 

The amount of ice that formed in the soil 
profile was determined by trial and error by 
allowing the ice amount in the model to evolve so 
that the correct timing of freeze up (temperature 
departure from OOC) was reproduced at each level. 
Essentially all the heat is lost through the soil 
surface, hence the upper soil layers freeze first. 
Modeling the progressive descent of the freezing 
front, defined as the 0°C isotherm, makes it 
possible to calculate the amount of ice that forms 
as a function of time and depth. According to the 
model, the maximum ice concentration occurred 
0.3 ? 0.05 m below the surface (Fig. 13). No ice 
lensing took place near the surface, probably 
because the surface soil froze faster than it could 
draw water from below. This appears to contradict 
soil surface heave records from other years that 
show that considerable soil expansion occurs due 
to ice growth within 0.2 m of the ground surface. 
This discord may arise from the summer before 

the observation period having been extremely dry. 
During July-September 1985, the precipitation 
was 33.2 mm which is the lowest in the existing 
data set (1983-1991) and less than 38% of the 
average for the same period. This suggests that the 
ground was drier than usual, inhibiting the near 
surface ice growth. 

The total amount of ice that formed within the 
active layer was 296mm of water equivalents, 
which is close to the suggested saturated water 
content for the same thickness. Moreover, the ice 
content profile obtained for the fall freeze-up is 
entirely consistent with the one deduced for the 
subsequent spring thaw (Fig. 13), which adds 
support for both. In conclusion, the model seems 
to capture the thermal behaviour observed in the 
field, and hence the evolution of active layer soil 
temperatures during fall freeze up can be modeled 
by conduction with phase change. 

Winter soil temperatures (Fig. 11) are also 
generally dictated by conduction. During late 
spring (May-June), when considerable heat is 
provided by the sun to melt snow, the comparison 
of modeled and observed soil temperatures are 
suggestive of non-conductive events, probably 
moisture percolation into the frozen soil causing 
rapid warming as latent heat is released by 
freezing water. An independent heave record 
shows heave activity during the same period 
(May/l 1 and June/2/86), which lends further merit 
to this suggestion. During this period the 1.1 m 
thick soil layer warmed an average of 6"C, only 
47% of which appears to be due to conductive 
heating. In the model, the soil temperatures were 
allowed to closely follow the observations. This 
required a non-conductive warming within the 
soil profile. Assuming that the warming is due to 
water percolating in the ground and freezing 
there, the amount of water that froze can be 
calculated. The heat liberated by the freezing of 
35 mm of water could account for this warming. 

To determine the amount of ice in the soil 
profile during spring melt, the ice concentration in 
the model was adjusted to reproduce the correct 
timing of the onset of thawing at each reference 
level. The amount of ice needed to satisfy the 
conductive model during the melt period was then 
compared to the amount of ice that was produced 
during the previous fall. The total amount of ice 
that formed during fall and the separately 
calculated amount that melted during the spring 
within the whole reference volume are within 2% 
of each other. The ice content variation with depth 
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is similar, but the peak value at 0.3 m level is less 
during spring melt (for ice content see Fig. 13, and 
for modeled and observed soil temperatures see 
Fig. 11). This can partly be explained by the 
percolation of water from thawed soil into the still 
frozen soil near o"C, and the related advective 
transfer of heat, as shown by Mackay (1983). 

Conclusions 

The thermal link between the atmosphere and the 
permafrost is central to interpreting climate 
change records contained in permafrost tempera- 
tures and to predicting climate change conse- 
quences in high-latitude and high-altitude areas. 
This link was studied by examining the heat 
transfer processes that dictate soil temperatures 
and heat flow for an arctic desert site in western 
Spitsbergen (78"57'29N, 12"27'42E). 

The modeling of the soil thermal regime 
requires a precise determination of soil thermal 
properties and soil heat transfer processes. 
Although it is common practice to assign constant 
representative thermal properties to soils of 
interest, the thermal properties of natural soils 
tend to vary spatially due to changes in texture, 
lithology, moisture and/or organic content, and 
they vary with time primarily due to changes in 
moisture and in the relative amounts of ice and 
water. The one dimensional thermal conduction 
equation (1) contains a term explicitly accounting 
for the vertical thermal conductivity gradient, 
which is important in the energy balance for the 
soil at the study site and, by inference, for other 
natural soils. If it is omitted, it leads to an 
apparent need to invoke processes other than 
conduction or thermal properties that are unrea- 
listic. Accurate thermal modeling for laterally 
homogeneous soils on sub-horizontal surfaces 
requires in situ observations of vertically and 
temporally varying soil thermal properties; if 
thermal properties varied laterally, accurate ther- 
mal modeling would require inclusion of the 
complete three-dimensional spatial variation of 
the thermal parameters, as well as variations in 
surface and other significant properties (vegeta- 
tion, albedo, texture, moisture). 

Water that remains unfrozen in soils at subzero 
temperatures, which is often neglected in soil 
thermal models, is important for realistic model- 
ing of soil temperatures at the field site. During 

the freeze up (thaw) period, the unfrozen water 
dictates the typical gradual departure (approach) 
of temperatures from (to) 0°C. Without this term, 
modeled temperatures would depart abruptly from 
0°C once all the water is frozen. Below approxi- 
mately -3"C, the effect of unfrozen water 
increasing the apparent heat capacity and low- 
ering of thermal conductivity of the soil at the 
field site (McGaw et al. 1978) is practically 
negligible. 

Thermal conduction is the only significant heat 
transfer process at this site in the soil during the 
summer and most of the winter. Other heat 
transfer processes have been invoked in other 
areas, but they seem unimportant in western 
Spitsbergen. In addition, theoretical considera- 
tions indicate that coupled energy and mass 
transfers contribute only insignificantly to the soil 
energy budget. Comparisons between modeled 
and observed soil temperatures are suggestive of 
distinct periods in the late spring when water that 
has become abundant in the snow percolates into 
and rapidly warms the frozen soil. This form of 
latent heat transfer amounts to 53% of the total 
energy delivered to the soil during these warming 
periods; the rest is primarily due to heat conduc- 
tion. 
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Appendix A. Finite difference 
discretisation 

A frequently used and readily applicable method 
in the numerical solution of differential equations 
is the finite-difference approximation of the 
partial derivatives (Ozisik 1968; Richtmeyer & 
Morton 1967; Bejan 1993). The one dimensional 
transient diffusion of heat is described by equation 
(A. 1) 

where T is temperature [ T I ,  t is time [ s ] ,  pc is 
heat capacity [J m-3 K-'1, k is thermal conduc- 
tivity pW m-l K-'1, z is depth [m]. 

The explicit forward discretisation of equation 
(A. 1) is represented by equation (A.2) 

where n indicates the time step and i represents 
equally spaced nodes along the z-axis. 

The solution will be numerically stable if 
(Ozisik 1968; Richtmeyer & Morton 1967): 

This essentially defines the mesh dimensions 
(length and time increments). 


