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Abstract

Time series of the marine CO₂ system and related parameters at the ISA Station, by Adventfjorden, Svalbard, were investigated between March 2015 and November 2017. The physical and biogeochemical processes that govern changes in total alkalinity (TA), total dissolved inorganic carbon (DIC) and the saturation state of the calcium carbonate mineral aragonite (Ωₐₐ) were assessed on a monthly timescale. The major driver for TA and DIC was changes in salinity, caused by river runoff, mixing and advection. This accounted for 77 and 45%, respectively, of the overall variability. It contributed minimally to the variability in Ωₐₐ (5%); instead, biological activity was responsible for 60% of the monthly variations. For DIC, the biological activity was also important, contributing 44%. The monthly effect of air–sea CO₂ fluxes accounted for 11 and 15% of the total changes in DIC and Ωₐₐ, respectively. Net community production (NCP) during the productive season ranged between 65 and 85 g C m⁻² yr⁻¹, depending on the year and the presence of either Arctic water or transformed Atlantic water (TAW). The annual NCP as estimated from DIC consumption was 34 g C m⁻² yr⁻¹ in 2016, which was opposite in direction but similar in magnitude to the integrated annual air–sea CO₂ flux (i.e., uptake of carbon from the atmosphere) of −29 g C m⁻² yr⁻¹ for the same year. The results showed that increased intrusions of TAW into Adventfjorden in the future could possibly lower the NCP, with the potential to reduce the CO₂ buffer capacity and Ωₐₐ over the summer season.

Introduction

The Svalbard region has changed dramatically over the last couple of decades. The annual mean air surface temperature at Svalbard Airport, western Spitsbergen, increased by 4°C between 1970 and 2012 (Nordli et al. 2014). Onarheim et al. (2014) showed, using the ERA-Interim reanalysis product from the European Centre for Medium-Range Weather Forecasts, that the warming north of Svalbard was especially pronounced in the winter season where the mean air temperature has increased by nearly 7°C since 1979. Meanwhile, the AW of the northward flowing WSC has warmed by 0.3°C per decade, which has resulted in reduced sea-ice cover north of the archipelago (Onarheim et al. 2014). AW in the west Spitsbergen fjords has also become warmer (0.2–0.3°C/decade in Isfjorden [Pavlov et al. 2013]), and more frequent intrusions of AW into the western fjord systems are likely the cause of the observed decrease in sea-ice cover in this region (Isaksen et al. 2016; Muckenhuber et al. 2016). Following the observed warming, a retreat of glaciers in Spitsbergen has taken place (e.g., Ziaja 2005; Ewertowski 2014; Grabiec et al. 2017; Martin & Marlin et al. 2017), resulting in increased glacial meltwater being released to the surrounding coastal surface waters. Observations of permafrost thawing also suggest that this High-Arctic environment is in transition and especially vulnerable to future climate change (Sobota & Nowak 2014).
The question is how the west Spitsbergen fjords will respond to these changes, both in terms of their potential to take up carbon dioxide (CO$_2$) from the atmosphere, which is largely related to the biological production that drives the surface water pCO$_2$ variability (e.g., Fransson et al. 2016; Ericson et al. 2018), and in terms of their geochemical resistance to ongoing ocean acidification (e.g., Fransson et al. 2015). Ocean acidification refers to the shift in the marine CO$_2$ system towards a lower pH and less carbonate ions (CO$_3^{2-}$), which results from the uptake of anthropogenic CO$_2$ (e.g., Doney et al. 2009). The CO$_3^{2-}$ concentration [CO$_3^{2-}$] determines the calcium carbonate (CaCO$_3$) saturation state of seawater ($\Omega$) through its proportional relationship

$$\Omega = \frac{[\text{CO}_3^{2-}] [\text{Ca}^{2+}]}{K_{\text{sp}}^*}$$

(1)

where $K_{\text{sp}}^*$ is the stoichiometric solubility product, that is, the product of the calcium ion concentration $[\text{Ca}^{2+}]$ and [CO$_3^{2-}$] of seawater that is saturated with CaCO$_3$. Changes in [CO$_3^{2-}$] thus directly affect the CaCO$_3$ solubility and saturation state, which has consequences for calcifying marine organisms. For that reason, $\Omega$ is a commonly used indicator of ocean acidification. In terms of the global surface ocean, the [CO$_3^{2-}$] can be approximated to the difference between TA and DIC with an uncertainty in the order of 10% (Sarmiento & Gruber 2006). This uncertainty is probably larger for coastal waters. Changes in TA and DIC, driven by physical and biogeochemical processes, will also result in a change in [CO$_3^{2-}$] and hence $\Omega$, which has implications for progressing ocean acidification.

This study shows one of the first time series with a monthly resolution of the marine CO$_2$ system (measured TA and pH, calculated DIC, pCO$_2$, [CO$_3^{2-}$], $\Omega$ of the calcium carbonate mineral aragonite and the Revelle factor) in a Spitsbergen fjord—Adventfjorden (Fig. 1)—over a 32-month period between 2015 and 2017. The seasonal variability of these chemical properties is presented together with water column $T$, $S$, and the concentrations of nitrate $[\text{NO}_3^-]$ and silicic acid $[\text{Si(OH)}_4]$. The physical and biogeochemical processes that control the monthly variability in TA, DIC and $\Omega_{\text{Ar}}$ were investigated, which will give some insight on the sensitivity of the water column to ocean acidification. NCP, based on monthly changes in DIC and $[\text{NO}_3^-]$, is also presented, because this can be a major control of the marine CO$_2$ system. The effect of the presence of different water masses at the IsA Station on the CO$_2$ system is discussed at the end.
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Fig. 1 (a) Map Spitsbergen, the main island in the Svalbard Archipelago, and the surrounding shelf with the locations of Isfjorden, including Svalbard Airport (LYR), close to the opening of Adventfjorden, and the Zeppelin Observatory in Ny-Ålesund, in the vicinity of Kongsfjorden. The CC and the WSC are depicted with blue and red arrows, respectively. (b) Map of Isfjorden showing the locations of Adventfjorden and the IsA Station (N 78°16.0, E 15°32.0, black dot).
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**Study area**

Beginning in March 2015 and continuing until November 2017, fieldwork took place at the IsA Station (Fig. 1b), located at 78°16.0 N, 15°32.0 E, with a bottom depth of 95 m and maximum sampling depths with a mean value of 81 ± 8 m. The sampling depths varied depending on the vessel and equipment being used. The station is in the outer part of Adventfjorden, a small branch of the larger Isfjorden system, on the west Spitsbergen coast. Two external source waters influence the fjords in this region. Firstly, relatively cold ArW (S < 34.7) that originates in the Barents Sea (e.g., Cottier et al. 2005; Nilsen et al. 2008) is transported with the northerly CC (Fig. 1a). Secondly, warmer and more saline AW (S > 34.9) flows northwards with the WSC (Fig. 1a) off the continental shelf, which, given the right atmospheric forcing, can be projected onto the shelf and occasionally into the fjords (e.g., Cottier et al. 2005; Nilsen et al. 2008; Nilsen et al. 2016). AW is to some extent mixed with ArW on the shelf, and as such, it is typically referred to as TAW (34.7 < S < 34.9) when it enters the fjords. The water masses are generally topographically steered inside Isfjorden and circulate counter-clockwise around the fjord boundaries.

Glacial melt is probably the most important freshwater source to the Isfjorden system (Nilsen et al. 2008). The surrounding watershed of Adventfjorden brings a combination of snow and glacier runoff that reaches peak discharge during the summer season. This water has rather low concentrations of TA and DIC. Measured and calculated values of 294 ± 3 and 339 ± 7 µmol kg\textsuperscript{-1} for TA and DIC, respectively, were observed in the Adventdalen (Advent valley) riverbed in 2015 (Ericson et al. 2018). During the study period, sea ice was scarce in Isfjorden and typically non-existent at the IsA Station, where the water temperature remained above freezing.

**Data and methods**

**Analytical methods**

Data were collected at least once every month or more frequently, except for January and September 2017 when data are missing. Sampling started with in situ measurements of T and S. Different CTD profilers (SAIV A/S SD204 CTD, Sea-Bird SBE9/SBE37/SBE19+) were used on different occasions, but from the beginning of 2016, the SBE19+, which was calibrated each year, was the principal device. This instrument was also deployed together with either the SBE37 or the SD204 to cross-check the sensors on a couple of occasions. The salinity data from the SD204 were higher by 0.1 in 2016 and 2017, and this offset was corrected for (in total five sampling occasions). CTD measurements failed on two occasions: on 22 April 2015 (CTD data from 17 April 2015 were used instead, assuming no significant changes over the five days) and on 7 November 2017. (Salinity was measured with a Portasal 8410A salinometer and calibrated against the International Association for the Physical Sciences of the Oceans standard seawater from OSIL Environmental Instruments and Systems. The temperature data were obtained from 24 October 2017.) Also, the pressure sensor used on 20 September 2016 performed poorly, and the pressure was modelled to fit the few reasonable measurements from the sensor with the salinity subsequently recalculated for the new pressure.

Seawater samples for pH, TA and nutrients, [NO\textsubscript{3}\textsuperscript{-}] and [Si(OH)\textsubscript{4}], were drawn from a Niskin bottle following standard procedures (Dickson et al. 2007). The pH/TA samples were collected in 250 mL borosilicate glass bottles and were typically analysed the day after or sooner at UNIS in Longyearbyen, Norway, except for samples collected on 29 April 2015 and 13 September 2016, which were analysed two days later, and samples collected on 29 August 2015, which were preserved with mercuric chloride and analysed within six weeks. The nutrient samples were kept in dark, stored frozen in 125 mL Nalgene® bottles and analysed within a year.

A non-purged open cell potentiometric method (Metrohm® Titrando system, Switzerland), with a non-linear least square optimization (Dickson & Goyet 1994), was used to determine TA. The precision, as estimated from the mean of the absolute values of the differences between duplicate analyses, was ± 2.3 µmol kg\textsuperscript{-1}. Although the method assumes no air–sample gas exchange, the impact this has on the calculation is small and negligible when the samples are compared against Certified Reference Materials (purchased from A. Dickson, Scripps Institution of Oceanography, USA). The Certified Reference Materials TA values have a standard deviation <1 µmol kg\textsuperscript{-1} and the systematic uncertainty will thus be in the same order as the precision. Spectrophotometric measurements of seawater samples, using a diode-array spectrophotometer and the unpurified indicator dye metacresol purple, determined pH on the total hydrogen scale, according to Clayton & Byrne (1993). The impact of the indicator dye on the pH of the samples was corrected for according to Chierici et al. (1999). The precision was ± 0.001. The laboratory took part in a CO\textsubscript{2} inter-laboratory comparison arranged by the laboratory of A. Dickson (Scripps Institution of Oceanography) in May 2017. The measured TA from the UNIS laboratory was <1 µmol kg\textsuperscript{-1} from the certified TA of the CO\textsubscript{2} Inter-laboratory comparison samples. For the unknown sample with ambient pCO\textsubscript{2} conditions, our measured pH was 0.005 ± 0.001 higher than the certified value.
Both batches of unpurified metacresol purple that had been used throughout the sampling period were tested at this occasion.

Water samples for nutrients were collected between 29 April 2015 and 7 November 2017. No pre-bloom nutrient data exist from 2015, and nutrient data were also missing for 29 August 2015 and 13 September 2016. Most nutrient samples collected in 2015 and well into May 2016 were analysed at the Institute of Marine Research, Bergen, Norway, using Alpkem Flow Solution IV or Skalar autoanalysers and employing the methods of Grasshof (1965) and Bendschneider and Robinson (1952), that is, the rapid flow analyser methodology (Alpkem 1989), for [Si(OH)₄] and [NO₃⁻], respectively, [NO₃⁻] and [Si(OH)₄] detection limits were 0.4 and 0.7 µmol L⁻¹, respectively. Samples from 2 May in 2015 and all samples obtained between April and August 2017 were analysed at the UiT—The Arctic University of Norway, Tromsø, using a Flow Solution IV analyser (O.I. Analytical), with methods adapted from Grasshof et al. (2009). Here, the [NO₃⁻] and [Si(OH)₄] detection limits were 0.04 and 0.07 µmol L⁻¹, respectively. The rest of the samples were analysed at UNIS using a QuAAstro autoanalyser (SEAL Analytical, methods no. Q-068-05 Rev. 10 and no. Q-066-05 Rev. 5 for [NO₃⁻] and [Si(OH)₄], respectively, developed by the Royal Netherlands Institute for Sea Research), with the detection limits of 0.05 and 0.04 µmol L⁻¹ for [NO₃⁻] and [Si(OH)₄], respectively. The UNIS laboratory estimated the precision (i.e., the mean absolute difference between duplicate runs) of the methods for [NO₃⁻] and [Si(OH)₄] to be ± 0.08 and ± 0.07 µmol L⁻¹, respectively. The accuracy was on the order of ± 2–3% or better, as estimated from solutions of high-purity salts prepared for each analysis. Note that as different laboratories have analysed the nutrients samples, inter-laboratory offsets could potentially affect the data set and any interpretation thereof.

**Computational methods**

**The marine CO₂ system.** DIC, pCO₂, [CO₂], Ωₛ, and the Revelle factor were estimated using the CO2SYS program (van Heuven et al. 2011), with the measured TA, pH, S, T and pressure as input parameters. The CO₂ system stoichiometric dissociation constants (Kref* and Kref⁺) of Mehrbach et al. (1973), as refit by Dickson and Millero (1987), were used as these have shown promising agreement between calculated and measured pCO₂ of Arctic surface waters (Chen et al. 2015; Woosley et al. 2017). Furthermore, the dissociation constant of bisulphate (K₅ₛ) of Dickson (1990) and total borate according to Lee et al. (2010) were used. K₅ₛ was estimated according to Mucci (1983) using the pressure correction of Millero (1979). [Ca⁺] was calculated from the expression of Riley and Tongudai (1967).

The calculated marine CO₂ system properties are referred to as “observed” when presented in the following sections and have constrained uncertainties that result from uncertainties in the input parameters, as shown in the following. Firstly, values of the concentrations of phosphate and silicic acid were not included in the CO2SYS calculations, because nutrient data were missing on a few sampling occasions. This resulted in minor overestimates of the calculated properties: on average 0.5 ± 0.3 µmol kg⁻¹, 0.08 ± 0.05 µatm, 0.03 ± 0.01 µmol kg⁻¹, 0.0004 ± 0.0002 and 0.006 ± 0.004 higher values for DIC, pCO₂, [CO₂], Ωₛ, and the Revelle factor, respectively. Secondly, uncertainties in the calculated DIC and pCO₂ that result from uncertainties in TA, pH, S, T, Kref* and Kref⁺ were on average ± 7 µmol kg⁻¹ and ± 11 µatm, respectively, as estimated according to the DOS version of the CO2SYS software (Lewis & Wallace 1998). Finally, uncertainties in [CO₂], Ωₛ and the Revelle factor were approximated to about ± 1.0–1.5 µmol kg⁻¹, ± 0.06–0.08 and ± 0.02, respectively, using a simplified Monte Carlo approach. That is, uncertainties because of the accuracy and precision/resolution in the pH, TA, S and T data were used to calculate normally distributed artificial random errors (n = 10 000) for each property with a standard deviation equal to the respective uncertainty. The errors were added to each value of each property accordingly and used as inputs in CO2SYS giving 10 000 estimates of [CO₂], Ωₛ and the Revelle factor for each water sample with pH and TA data. The standard deviation of these estimates was used as the uncertainty measure for each calculated value of [CO₂], Ωₛ and the Revelle factor.

**Freshwater fraction.** A reference salinity of 34.8 (S_ref), typical for TAW present at the ISA Station in winter as observed over the fieldwork period, was used to estimate the freshwater fraction (fₕw) according to

\[
fₕw = \frac{(S_{ref} - S)}{S_{ref}},
\]

where S is the measured salinity.

**Controls on the marine CO₂ system variability.** Water column variability in the marine CO₂ system properties—DIC, TA and Ωₛ—was investigated in terms of depth-integrated averages for each sampling occasion at the ISA Station. The sampling depths varied depending on sampling vessel and equipment, but were about 2, 10 and/or 15, 25, 50 and/or 60 m, and a maximum depth that varied between 60 and 90 m. As the sampling depths were...
not evenly distributed, a trapezoidal integration (assuming a linear evolution of the properties between sampling depths) was chosen to give weighted averages. The properties of relevance (T, S, p, TA, DIC and NO	extsubscript{3} \textsuperscript{−}) were integrated from a depth of 75 m (this was chosen because it is the midpoint between 60 and 90 m) to 2 m and subsequently divided by the difference in depth (73 m). If necessary, when the sample depth was not exactly 2 or 75 m, the values at 2 and 75 m were interpolated/extrapolated from the values at the actual sampling depths for the respective sampling occasion. Note that \( \Omega_{ar} \) does not obey a linear mixing relation and is dependent on temperature and pressure. For that reason, changes in \( \Omega_{ar} \) were calculated using CO2SYS with the depth-integrated average DIC, TA, pressure, S and T as inputs.

To evaluate monthly changes, all averaged properties of relevance for each sampling occasion were used to obtain one value at the end of each month using linear interpolation. Using this time series, changes between consecutive data points were calculated and subsequently summed for each month. These monthly values are referred to as observed changes in DIC (\( \Delta \text{DIC}_{\text{obs}} \)), TA (\( \Delta \text{TA}_{\text{obs}} \)) and \( \Omega_{ar} (\Delta \Omega_{ar, obs}) \). The changes in DIC, TA and \( \Omega_{ar} \) that result from physical and biogeochemical processes were then estimated and summed for each month.

Water column DIC is controlled predominantly by air–sea CO\textsubscript{2} fluxes, advection, freshwater input, mixing and biological activity (primary production and respiration), if the effects of CaCO\textsubscript{3} production/dissolution and benthic fluxes are minimal. The expected monthly changes in DIC over the upper 75 m that result from air–sea CO\textsubscript{2} fluxes (\( \Delta \text{DIC}_{\text{air-sea}} \)) were estimated according to

\[
\Delta \text{DIC}_{\text{air-sea}} = \int_{t_m}^{t_c} 0.251 U_0 \left( \frac{S_c}{660} \right)^{-0.5} K_0 (\text{pCO}_{2w} - \text{pCO}_{2a}) dt / 75
\]

where \( t_m \) and \( t_c \) refer to the timing of the end of the current and the previous month, respectively. Note that \( \Delta \text{DIC}_{\text{air-sea}} \) was converted to molinity by dividing the property with the density. The flux is estimated from the gas transfer velocity expression of Wanninkhof (2014), with the squared wind speed at 10 m (\( U_{10}^2 \)) and the Schmidt number (\( S_c \)) polynomial of Wanninkhof (2014), which is multiplied with the product of the solubility coefficient of CO\textsubscript{2} (\( K_c \)) of Weiss (1974) and the air–sea pCO\textsubscript{2} gradient (\( \text{pCO}_{2w} - \text{pCO}_{2a} \)). The Norwegian Meteorological Institute (eklima.met.no/) provided wind speed data at 10 m with an hourly resolution, which were measured at the weather station at Svalbard Airport (Fig. 1a). The monthly mean squared wind speed was used in the calculations. The pCO\textsubscript{2} was approximated to \( 400 \pm 8 \) µatm—the average between the beginning of January 2015 and 2018—for a vapour pressure at sea level based on weather data at Svalbard Airport (obtained from the Norwegian Meteorological Institute and vapour pressure calculation according to WMO 2014), and xCO\textsubscript{2} data for dry air (data flagged as invalid or data with a standard deviation >1 µmol/mol were removed) from the Zeppelin Observatory, Spitsbergen (Fig. 1a; Norwegian Institute for Air Research; http://ebas.nilu.no/). pCO\textsubscript{2w} was calculated by

\[
\text{pCO}_{2w} = f_{air-sea}(\text{DIC}_{\text{obs}}, \text{CO}_2, \text{pCO}_{2a}, S_c, \text{pH})
\]

in the surface water and was sampled at a mean depth of 2 ± 1 m (except for 3 July 2015 when the non-linear optimization failed to estimate TA for the surface sample and the sample from 10 m was used instead).

The uncertainty \( u \) of the flux (\( F \)) was calculated according to Eqn. 4, including components with correlation:

\[
\begin{align*}
\Delta F & = \left( \frac{\partial F}{\partial k} u(k) \right)^2 + \left( \frac{\partial F}{\partial K_0} u(K_0) \right)^2 + \left( \frac{\partial F}{\partial \Delta \text{pCO}_2} u(\Delta \text{pCO}_2) \right)^2 \\
& + 2 \left( \frac{\partial F}{\partial k} \frac{\partial F}{\partial K_0} \frac{\partial F}{\partial \Delta \text{pCO}_2} u(k) u(K_0) u(\Delta \text{pCO}_2) \right)
\end{align*}
\]

where \( u(k) \) was the uncertainty in the gas transfer velocity; \( k \) value was assumed to be 20% (Wanninkhof 2014); the uncertainty in \( K_c \), \( u(K_c) \), was set to 0.2% according to Weiss (1974) and the uncertainty in \( \Delta \text{pCO}_2, u(\Delta \text{pCO}_2) \), ranged between 5 and 29% (using the standard deviation in pCO\textsubscript{2a} of ±8 µatm and the mean uncertainty in pCO\textsubscript{2w} of ±11 µatm found above, the relative uncertainty in \( \Delta \text{pCO}_2 \) was calculated as \( (8+11)^{0.5} \Delta \text{pCO}_2^{-0.5} \)). The time series of the calculated \( k, K_c \) and \( \Delta \text{pCO}_2 \) was used to calculate the correlation coefficient \( r \) of each combination \( (k, K_c, \Delta \text{pCO}_2) \) ranged from 0.09, 0.51 and 0.16, respectively.

Without the influence of the air–sea CO\textsubscript{2} flux and also biology, DIC would mix conservatively. The changes in DIC that result from the combined effects of river runoff, mixing of different water masses, advection and, to a lesser extent, precipitation and evaporation (\( \Delta \text{DIC}_{\text{adv/rem}} \))
were therefore estimated from changes in salinity according to the DIC-S relationship below

$$\text{DIC} = 52.1S + 339,$$

(5)

which is based on a mixing line made between land runoff (DIC = 339 µmol kg\(^{-1}\), S = 0; Ericson et al. 2018) and wintertime TAW (DIC = 2152 µmol kg\(^{-1}\), S = 34.8 as estimated from mean January to March data). This mixing line lies very close to the corresponding mixing line between ArW (i.e., DIC = 2138 µmol kg\(^{-1}\), S = 34.6, also estimated for mean January to March data) and land runoff; the slopes differ with 0.2 %. For this reason, the two water masses are treated as one, and changes in salinity and DIC because of the presence of TAW, ArW and/or land runoff mixed with either of the former two are expected to follow the mixing line in Eqn. 5 as well.

The changes in DIC that result from changes in the balance between primary production and respiration (\(\Delta\text{DIC}_{\text{bio}}\)) were calculated from the following expression:

$$\Delta\text{DIC}_{\text{bio}} = (\Delta\text{DIC}_{\text{obs}} - \Delta\text{DIC}_{\text{air-sea}} - \Delta\text{DIC}_{\text{adv/rr}}}$$

(6)

Note that the biological term will include potential effects of CaCO\(_3\) production/dissolution and benthic fluxes, of which the former would result in changes twice as large for TA as for DIC.

Changes in TA were assumed to be mainly driven by river runoff, mixing of different water masses and advection of different water masses (\(\Delta\text{TA}_{\text{adv/rr}}\)). Measured TA versus salinity is shown in Fig. 2a. \(\Delta\text{TA}_{\text{adv/rr}}\) was estimated from changes in salinity according to the relationship between changes in the depth-integrated average TA (\(\Delta\text{TA}\)) and S (\(\Delta S\)) shown in Fig. 2b and expressed as:

$$\Delta\text{TA} = 48.7\Delta S + 0.2$$

(7)

The intercept of 0.2 of the relationship is close to zero, which indicates that other processes affecting TA—biological activity, benthic fluxes and CaCO\(_3\) production/dissolution—are minimal. Still, a residual term (\(\Delta\text{TA}_{\text{res}}\)) was also calculated, that is, the difference between \(\Delta\text{TA}_{\text{obs}}\) and \(\Delta\text{TA}_{\text{adv/rr}}\), which represents the combined effects of the above-mentioned but neglected processes and the measurement uncertainty of ± 3.3 µmol kg\(^{-1}\).

Changes in \(\Omega_{\alpha'}\) were investigated in terms of temperature effects, advection, mixing and river runoff, biological activity, air–sea CO\(_2\) fluxes and changes in TA that are not related to changes in salinity. The thermodynamic dependency of \(\Omega_{\alpha'}\) on temperature was investigated using CO2SYS with the depth-integrated average TA, DIC and S of the previous sampling occasion as inputs, together with the depth-integrated average T of the current and the previous sampling occasions, to calculate a perturbed and an unperturbed \(\Omega_{\alpha'}\) respectively. The difference between the perturbed and unperturbed values gives the corresponding change in \(\Omega_{\alpha'}\) caused by the change in temperature.

A seasonal difference in salinity of about 4 was observed at the IsA Station by Ericson et al. (2018). The correspondent change in \(\Omega_{\alpha'}\) because of the purely thermodynamic relationship between \(\Omega_{\alpha'}\) and salinity is very small. The salinity effect was for that reason combined with the effects of salinity-related changes in TA and DIC on \(\Omega_{\alpha'}\), \(\Delta\text{DIC}_{\text{obs}}\), \(\Delta\text{DIC}_{\text{adv/rr}}\), \(\Delta\text{TA}_{\text{adv/rr}}\) and \(\Delta S\) were added to the depth-integrated average DIC, TA and S, respectively, of the previous sampling occasion. These were used as inputs in CO2SYS together with the depth-integrated average T of the previous sampling occasion to calculate a perturbed \(\Omega_{\alpha'}\). The change in \(\Omega_{\alpha'}\) caused by the combined effects of river runoff, mixing and advection was estimated from the difference between the perturbed value and the unperturbed \(\Omega_{\alpha'}\).

The effect of biological processes on \(\Omega_{\alpha'}\) was estimated using \(\Delta\text{DIC}_{\text{bio}}\). This property was added to the depth-integrated average DIC of the previous sampling occasion, and CO2SYS was used to calculate a perturbed \(\Omega_{\alpha'}\) at the input conditions of the previous sampling occasion. Note that the impact of biological processes on TA is considered minimal, which is supported by Eqn. 7, and therefore neglected. The change in \(\Omega_{\alpha'}\) because of biological processes was estimated from the difference between the perturbed value and the unperturbed \(\Omega_{\alpha'}\). The change in \(\Omega_{\alpha'}\) that results from the air–sea CO\(_2\) flux was estimated using \(\Delta\text{DIC}_{\text{air-sea}}\), with the same method as described for
the estimate of the change in $\Omega_{Ar}$ because of biological processes.

Finally, the change in $\Omega_{Ar}$ that is explained by the variability in TA (biological activity, $\text{CaCO}_3$ production/dissolution and measurement uncertainty), which is unrelated to changes in salinity, was estimated by adding the residual change in TA to the depth-integrated average TA of the previous sampling occasion. This value together with the other properties at the previous sampling occasion was used as input in CO2SYS, and the difference between the perturbed $\Omega_{Ar}$ and the unperturbed $\Omega_{Ar}$ was again calculated. A residual change in $\Omega_{Ar}$ was also calculated; this is the difference between the observed change in $\Omega_{Ar}$ and the sum of the calculated process driven changes.

**Net community production.** NCP was estimated from $\Delta\text{DIC}_{bio}$ and the change in the depth-integrated average $[\text{NO}_3^-]$, which was normalized to the mean depth-integrated average salinity of 34.3 ($\Lambda[\text{NO}_3^-]_{34.3}$) to remove effects of salinity changes on $[\text{NO}_3^-]$. As $[\text{NO}_3^-]$ can be depleted while both DIC and $[\text{Si(OH)}_3]$ continue to be consumed, as observed in 2017, other nitrogen sources, such as ammonium, for example, could be important at the site. This excess carbon uptake could also be explained by the production of N-poor organic material (Kähr & Koeve 2001). Regardless of the cause of this carbon fixation, to capture it, $\Delta\text{DIC}_{bio}$ and $\Delta[\text{NO}_3^-]_{34.3}$ were first summed over the period when $[\text{Si(OH)}_3]$ and DIC drop from winter values (sometime between April and May) to the yearly minimum in $[\text{Si(OH)}_3]$ sometime in June. This period agrees with the period when $\Delta\text{DIC}_{bio}$ typically is negative (i.e., primary production exceeds respiration). The summed changes were subsequently integrated over the water column

\[
\text{NCP}_{\text{DIC}} = \frac{\int_{2}^{75} -\Delta\text{DIC}_{bio}dz}{2} \quad (8a)
\]

\[
\text{NCP}_{\text{NO}_3} = \frac{\int_{2}^{75} -\Delta[\text{NO}_3^-]_{34.3}dz}{2} \quad (8b)
\]

$R_{c:n}$ is the Redfield stoichiometric ratio (Redfield et al. 1963), which was chosen according to the observed seston C:N ratios of 6.7 and 7.9 for AW and ArW in the Barents Sea, respectively (Frigstad et al. 2014). For the year 2016, where there are measurements for the whole year, the calculations were also done for the entire year and not only for the productive season.

Note that the productive season at the IsA Station typically is short, lasting from April to June, which could be a result of unfavourable light conditions because of sediment load in the freshwater discharge in summer. For instance, Marquardt et al. (2016) observed very little photosynthetically active radiation (0.3 $\text{mmol m}^{-2} \text{s}^{-1}$ at a depth of 25 m) at the station in July 2012, which coincided with a fluorescence of only 0.05. Similar conditions have been observed in other glacial-influenced Svalbard fjords such as in Kongsfjorden (Lydersen et al. 2014) and were observed in the Isfjorden system (Tempefrden) repeatedly in August/September (visual observation, A. Fransson).

The C:N ratio was investigated for the month of major productivity in 2016 and 2017 by calculating the ratio between the monthly changes in $\Delta\text{DIC}_{bio}$ and $\Delta[\text{NO}_3^-]_{34.3}$ referred to hereafter as $\Delta\text{C}:\Delta\text{N}$. For the year 2016, the calculations were also done for all the other months.

**Uncertainty assessment.** Uncertainties in the calculated effects of the physical and biogeochemical processes on DIC, TA and $\Omega_{Ar}$, the NCP estimates, the $\Delta\text{C}:\Delta\text{N}$ ratios and the integrated net annual air–sea CO$_2$ flux were estimated as follows.

Uncertainties in the marine CO$_2$ system properties and the air–sea CO$_2$ flux, both discussed earlier in this article, as well as S, T, the DIC–S relationship in Eqn. 5, the TA–S relationship in Eqn. 7, $[\text{NO}_3^-]$ and $R_{c:n}$ were used to calculate artificial normally distributed random errors ($n = 10000$ for each property) with a standard deviation equal to the respective uncertainty. Uncertainties in S and T are based on the combined uncertainty associated with the accuracy and resolution of the SAIV A/S SD204 CTD: ± 0.02 and ± 0.01°C for S and T, respectively. The uncertainty in the DIC:S ratio was set to ± 5 $\mu$mol kg$^{-1}$ to reflect the standard error of the linear regression slope for measured salinity versus calculated DIC for S < 34 (not shown); these are typical conditions over the melt season when $[\text{NO}_3^-]$ is close to depletion in the upper 15–25 m (minimum new production that affects DIC). The uncertainties in Eqn. 7 are based on the standard errors of the regression line in Fig. 2b. The uncertainty in $[\text{NO}_3^-]$ was set to ± 7%, that is, the relative standard deviation in $[\text{NO}_3^-]$ during March 2016, when the variability was large and particularly high values were observed on 4 and 29 March. The uncertainty in $R_{c:n}$ was set to ± 1 to reflect the various estimates of the Redfield elemental stoichiometric ratio that exist in the literature (e.g., 6.6, Redfield et al. 1963; 8.3, Sterner et al. 2008; Arctic Ocean mean value of 7.9, Frigstad et al. 2014).

The random errors of each property were added to each value of the respective property; there were 10 000 versions of each value. The effects of the different processes on DIC, TA and $\Omega_{Ar}$, the NCP estimates, the $\Delta\text{C}:\Delta\text{N}$ ratios and the integrated net annual air–sea CO$_2$ flux were calculated for 10 000 iterations. The standard
deviations of the results from the 10,000 iterations were used as uncertainty estimates. Note that these uncertainties do not account for uncertainties in the assumptions that form the basis for Eqns. 3–8.

Results

Seasonal variability

The temporal evolution of water column temperature, salinity, $f_{\text{fw}}$, TA, DIC, pH, $p\text{CO}_2$, $[\text{CO}_3^{2-}]$, $\Omega_{\text{Ar}}$, the Revelle factor, $[\text{NO}_3^-]$ and $[\text{Si(OH)}_4]$ are shown in Fig. 3 (between 2 and 75 m). Temperature (Fig. 3a) fluctuated between summer peaks of about 6°C to 9°C in the surface which coincided with minima in salinity of less than 31 (Fig. 3b) and winter lows in March and April of −1.5°C to 1°C.

Winter temperature and salinity were more homogeneous with depth compared to the conditions in summer. Late winter (March–April) salinity was less than 34.6 in 2015 (i.e., ArW), which coincided with the coldest water column (<0°C). The corresponding salinity the following winters was higher than 34.7 with a temperature of about 1°C or more (i.e., TAW), although in 2017 there was a shift from higher salinities (>34.7) to lower salinities (<34.6), which took place sometime between 3 April and 4 May. The effect of meltwater runoff was apparent in the salinity and $f_{\text{fw}}$ (Fig. 3c) time series, where the freshwater contribution reached a maximum of 10–11% in August. This seasonal pattern was also reflected in the temporal variability of TA (Fig. 3d) and DIC (Fig. 3e). TA ranged between ca. 2060 and 2310 μmol kg$^{-1}$, with the lowest concentrations in the summer months and early

---

**Fig. 3.** Time series of water column properties (2–75 m): (a) temperature, (b) salinity, (c) $f_{\text{fw}}$ (freshwater fraction), (d) TA, (e) DIC, (f) pH, (g) $p\text{CO}_2$, (h) $[\text{CO}_3^{2-}]$, (i) $\Omega_{\text{Ar}}$, (j) the Revelle factor, (k) $[\text{NO}_3^-]$ and (l) $[\text{Si(OH)}_4]$ at the IsA Station. Black dots show the timing of sampling as well as the sampling depths.
autumn (June–September) and the highest values in winter and early spring (January to April). DIC followed a similar pattern as TA, but low DIC concentrations of roughly 2050 to 2060 µmol kg\(^{-1}\) were already observed between April and June. This coincided with low [NO\(_3^-\)] (<0.4 µmol kg\(^{-1}\); Fig. 3k) and low [Si(OH)\(_4^-\)] (minima in June of < 0.7 µmol kg\(^{-1}\); Fig. 3l), reflecting biological CO\(_2\) consumption. DIC decreased even further by input of freshwater during the summer season from June to August, with minima in the surface water <1900 µmol kg\(^{-1}\). Winter DIC ranged from 2130 to 2170 µmol kg\(^{-1}\), with values in the higher range when the salinity was higher (S > 34.7). [NO\(_3^-\)] remained low (<0.4 µmol kg\(^{-1}\)) in the upper water column throughout the summer season, whereas [Si(OH)\(_4^-\)] was more variable, with concentrations that ranged from <0.7 to 4.6 µmol kg\(^{-1}\). Typical winter values for [NO\(_3^-\)] and [Si(OH)\(_4^-\)] were about 10–11 and 4–5 µmol kg\(^{-1}\), respectively, except for on 4 and 29 March 2016, when [NO\(_3^-\)] and [Si(OH)\(_4^-\)] were especially high, ranging between 11.4–13.8 and 4.7–5.9 µmol kg\(^{-1}\).

The biological CO\(_2\) drawdown was also reflected in situ pH (Fig. 3f) and pCO\(_2\) (Fig. 3g), and coincided with yearly maxima in pH of about 8.30 and minima in pCO\(_2\) of roughly 190–210 µatm sometime between April and June depending on year. The minimum of pCO\(_2\) was slightly higher in 2016 compared to the other two years. Water column pCO\(_2\) was less than the atmospheric pCO\(_2\) throughout the study period and the air–sea pCO\(_2\) gradient was thereby negative. This allows for atmospheric CO\(_2\) uptake by the surface water. pH decreased with depth and reached a minima of about 8.07–8.09 during the winters of 2015/16 and 2016/17, when the water temperature was higher (between 1 and 4°C) than that in 2015. These minima in pH also coincided with the maxima in pCO\(_2\) of 340–370 µatm.

Both pH and pCO\(_2\) are sensitive to temperature and salinity changes. An increase in temperature of roughly 7°C in the surface water over the winter to summer season results in a pH decrease of ca. 0.11 units (dPH/dT ≈ −0.016°C\(^{-1}\); Millero 2007) and pCO\(_2\) increase of ca. 30% (dlnpCO\(_2\)/dT ≈ 0.0423°C\(^{-1}\); Takahashi et al. 1993). In contrast, the decrease in salinity of about 4 in the surface water over the summer season increases the pH by ca. 0.06 units and decreases the pCO\(_2\) by roughly 20% (ca. 10% due to the thermodynamic dependence of pCO\(_2\) on salinity and ca. 10% because of the dilution of DIC and TA, as estimated using CO2SYS for the S range: 30.4–34.9, and the correspondent DIC and TA according to Eqn. 5 and the linear fit in Fig. 2a, respectively).

Similar to pH, the biological uptake of DIC resulted in increased [CO\(_2\)\(_3^-\)] (Fig. 3h) and hence Ω\(_{ar}\) (Fig. 3i) to about 140–150 µmol kg\(^{-1}\) and 2.2–2.3, respectively, in the upper parts of the water column. These properties remained high during the summer with occasional maxima in 2015 and 2017 of up to 150–160 µmol kg\(^{-1}\) and 2.3–2.4 for [CO\(_2\)\(_3^-\)] and Ω\(_{ar}\), respectively. The high values both in spring and summer coincide with the largest TA:DIC ratio observed of about 1.11 and the highest CO\(_2\) buffer capacity with the Revelle factor (Fig. 3j) of ca. 11–12. The minima in [CO\(_2\)\(_3^-\)] and Ω\(_{ar}\) of 101 µmol kg\(^{-1}\) and 1.5, respectively, was observed at the onset of the study, when cold and less saline water (T < 0°C and S < 34.7) dominated the water column. This also coincided with the lowest observed TA:DIC ratio of ca. 1.06 and the lowest CO\(_2\) buffer capacity, that is, a maximum in the Revelle factor of about 14.7. The Revelle factor was about 14 the following winters, when the salinity was higher than 34.7 and [CO\(_2\)\(_3^-\)] was ca. 110 µmol kg\(^{-1}\) and Ω\(_{ar}\) was 1.6.

### Drivers of the marine CO\(_2\) system

Physical and biogeochemical controls on DIC, TA and Ω\(_{ar}\) are presented in Fig. 4, for each month studied in the years 2015, 2016 and 2017. The relative contributions of the individual processes as observed over the entire study period are presented in Table 1. The variability in DIC was mainly governed by biological processes (relative impact of 44±1%) and advection/mixing/river runoff (relative impact of 45 ± 1%), of which the former resulted in monthly changes that ranged from −70 to 20 µmol kg\(^{-1}\). The major CO\(_2\) drawdown took place in April in 2015 (Fig. 4a) and 2017 (Fig. 4g). For these two years, the spring bloom signature in terms of low pCO\(_2\) (ca. 190–220 µatm), low DIC (<2100 µmol kg\(^{-1}\)) and low [NO\(_3^-\)] (<10 µmol kg\(^{-1}\)) coincided with water

<table>
<thead>
<tr>
<th>Property</th>
<th>Air–sea(^a)</th>
<th>adv/irr/ro(^b)</th>
<th>bio(^c)</th>
<th>T(^d)</th>
<th>TA residual</th>
<th>Ω(_{ar}) residual</th>
</tr>
</thead>
<tbody>
<tr>
<td>ΔDIC</td>
<td>11 ± 0.3</td>
<td>45 ± 1</td>
<td>44 ± 1</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>ΔTA</td>
<td>–</td>
<td>77 ± 1</td>
<td>–</td>
<td>–</td>
<td>23 ± 1</td>
<td>–</td>
</tr>
<tr>
<td>ΔΩ(_{ar})</td>
<td>15 ± 0.5</td>
<td>5 ± 1</td>
<td>60 ± 2</td>
<td>3 ± 0.1</td>
<td>18 ± 1</td>
<td>0.4 ± 0.04</td>
</tr>
</tbody>
</table>

\(^a\)CO\(_2\) gas exchange. \(^b\)Advection, river runoff and mixing. \(^c\)Biological processes. \(^d\)Temperature. The uncertainties were calculated as outlined in the subsection on uncertainty assessment, in the section on computational methods.
Fig. 4. Controls on: (a) DIC, (b) TA and (c) $\Omega_{ar}$ in 2015; (d) DIC, (e) TA and (f) $\Omega_{ar}$ in 2016; and (g) DIC, (h) TA and (i) $\Omega_{ar}$ in 2017. Changes (obs = observed, air–sea = CO$_2$ gas exchange, adv/rro = advection, river runoff and mixing, bio = biological processes, T = temperature, TA res = TA residual) are expressed for depth-integrated averages where the water column extends from 2 to 75 m. Also note that no data were collected in January and September 2017, and changes for these months are based on interpolated values. The uncertainties were calculated as outlined in the subsection on uncertainty assessment, in the section on computational methods. (Figure is continued on next page.)
column salinities <34.7 (Fig. 3b) and temperatures <0.2°C (Fig. 3a). In 2016 when the winter temperature was about 1°C (Fig. 3a) and the salinity was larger than 34.7 (Fig. 3b), the bloom began in May, a couple of weeks later compared to the other two years (Fig. 4d). The biological fixation of DIC into organic matter during the productive season resulted in a drop in DIC of ca. 70 to 90 µmol kg\(^{-1}\), with the largest change in 2015. The productive season was altogether fairly short, lasting for 1–3 months and typically ending when the melt season took off in June, which coincided with low nutrient concentrations in the upper water column (Fig. 3k, l). Roughly half of the net biological CO\(_2\) consumption was balanced by a net heterotrophic water column for most of the remaining year. The other half was compensated for by air–sea CO\(_2\) uptake (relative impact of 11 ± 0.3%) that resulted in modest monthly changes between 1 and 5 µmol kg\(^{-1}\).

Between May and August, the freshening of the surface layer resulted in monthly decreases in DIC and TA of up to 30 µmol kg\(^{-1}\) (Fig. 4a, b, d, e, g, h). Advection of, or mixing with, more saline waters during late summer and autumn resulted in monthly increases of DIC and TA, with the maximum change being close to 50 µmol kg\(^{-1}\). The variability during winter, between January and March, was typically in the order of the uncertainty in the measured TA and the calculated DIC. The residual change in TA was on average −0.3 µmol kg\(^{-1}\) with a standard deviation of 4.9 µmol kg\(^{-1}\), which is not much different from the measurement uncertainty (± 3.3 µmol kg\(^{-1}\)). Still this variability had a relative contribution of 23 ± 1% as compared to the 77 ± 1% that was accounted for by advection/mixing/river runoff (Table 1).

The variability in Ω\(_{ar}\) was essentially explained by biological processes (relative impact of 60 ± 2%; Table 1 and Fig. 4c, f, i) that resulted in shifts in the TA:DIC controls on: (a) DIC, (b) TA and (c) Ω\(_{ar}\) in 2015; (d) DIC, (e) TA and (f) Ω\(_{ar}\) in 2016; and (g) DIC, (h) TA and (i) Ω\(_{ar}\) in 2017. Changes (obs = observed, air–sea = CO\(_2\) gas exchange, adv/rr = advection, river runoff and mixing, bio = biological processes, T = temperature, TA res = TA residual) are expressed for depth-integrated averages where the water column extends from 2 to 75 m. Also note that no data were collected in January and September 2017, and changes for these months are based on interpolated values. The uncertainties were calculated as outlined in the subsection on uncertainty assessment, in the section on computational methods.
ratio. Biological CO₂ consumption resulted in monthly increases in Ω_{Ar} of up to 0.62. When the system was net heterotrophic, respiration (CO₂ production) resulted in decreases in Ω_{Ar} of about 0.16 or less. The air–sea CO₂ uptake was responsible for monthly decreases in Ω_{Ar} of 0.03 on average with a standard deviation of 0.01, which when added together resulted in a relative impact of 15 ± 0.5% of the overall Ω_{Ar} variability. The residual changes in TA were on average responsible for monthly changes in Ω_{Ar} of −0.003 with a standard deviation of 0.045. The other processes were of minor importance. Advection/mixing/river runoff resulted in mean monthly changes in Ω_{Ar} of 0.005 with a standard deviation of 0.010, and temperature resulted in mean monthly changes in Ω_{Ar} of 0.002 with a standard deviation of 0.006. The residual change in TA was responsible for 18 ± 1% of the Ω_{Ar} variability, whereas advection/mixing/river runoff and temperature contributed with 5 ± 1% and 3 ± 0.1%, respectively (Table 1).

**Net community production**

NCP_{DIC} and NCP_{NO₃} during the three productive seasons between 2015 and 2017 are presented in Table 2. Note that NCP_{NO₃} only was estimated for the latter two years, for which nutrient data exist at the onset of the phytoplankton bloom. NCP_{DIC} ranged between 65 and 85 g C m⁻², with the lowest value coinciding with the presence of TAW in 2016. ArW dominated the water column during the spring of 2015, and it was also the water mass that coincided with low nutrient concentrations. DIC and pCO₂ values that are typical for bloom periods as observed in the beginning of May in 2017. Figure 5 shows the timing of TAW/AW presence at the IsA Station, but note that the timing is sensitive to the interpolation of the actual measurements. The seasonal NCP_{NO₃} was 67 ± 10 g C m⁻² in 2016, as estimated for a R_{C:N} of 6.7 typical for AW in the nearby Barents Sea (Frigstad et al. 2014), and 66 ± 10 g C m⁻² in 2017 for a R_{C:N} of 7.9, as observed for ArW in the Barents Sea (Frigstad et al. 2014).

Over the full annual cycle in 2016, the integrated NCP_{DIC} was 34 ± 6 g C m⁻² yr⁻¹, which can be compared to the corresponding value for NCP_{NO₃} of 2 ± 1 g C m⁻² yr⁻¹. This discrepancy between NCP_{DIC} and NCP_{NO₃} will be discussed below. The impact of the net uptake of carbon by phytoplankton on the water column DIC was counteracted by the integrated annual air–sea CO₂ flux (oceanic uptake of carbon) of about −29 ± 2 g C m⁻² yr⁻¹, as estimated for the same year.

![Fig. 5. Filled contour plot showing the presence of TAW/AW (S ≥ 34.7) in black with crosses showing the actual sampling occasions.](image)
Discussion

Drivers of the marine CO$_2$ system

The variability in DIC and $\Omega_{\text{Ar}}$ (Eqn. 1) was largely governed by biological processes, with relative contributions of 44% for DIC and 60 ± 2% for $\Omega_{\text{Ar}}$ (or, if excluding the effect of the residual variation in TA, 73%). Fransson et al. (2016) presented a similar conclusion for the glacier-influenced waters of Kongsfjorden (west Spitsbergen) further north, where the biological activity was suggested to account for 46–55% of the variability in $\Omega_{\text{Ar}}$. That biological processes are one of the major drivers of $\Omega_{\text{Ar}}$ have also been found in other parts of the Arctic Ocean, for example, in the Amundsen Gulf in the south-eastern Beaufort Sea, where biological processes contributed 52% of the total variability in $\Omega_{\text{Ar}}$ (Chierici et al. 2011). While the relative contributions to some extent agree, this reflects the choice of investigated processes for the specific study sites as well as the underlying methods to determine the effects. In the Amundsen Gulf, biological activity accounted for monthly changes in $\Omega_{\text{Ar}}$ of −0.23 to 0.17 month$^{-1}$ (taken from figure 7 in Chierici et al. 2011), whereas the changes in $\Omega_{\text{Ar}}$ at the ISA Station were considerably larger: −0.16 to 0.62 month$^{-1}$. The discrepancy between the two is difficult to assess because of differences in the methodology, but could reflect lower nitrate availability (about 5 µmol L$^{-1}$ according to figure 5e in Chierici et al. 2011) in the surface layer of the Amundsen Gulf at the start of the biological production as compared to the ISA Station (10–11 µmol kg$^{-1}$). For the entire productive period, the CO$_2$ consumption at the ISA Station resulted in increases in $\Omega_{\text{Ar}}$ of 0.6–0.7, which can be compared to increases in $\Omega_{\text{Ar}}$ of 0.6–0.9 in Kongsfjorden (Fransson et al. 2016). The corresponding value in the Amundsen Gulf was about 0.3, which is half or less than that in the western Spitsbergen fjords.

Freshwater runoff, mixing and advection resulted in a seasonal variability in salinity of about 4 and contributed with 77 ± 1% and 45 ± 1% of the monthly changes in TA and DIC, respectively. The corresponding contribution to the $\Omega_{\text{Ar}}$ variability, on the other hand, was only 5 ± 1%, and the monthly changes in $\Omega_{\text{Ar}}$ were in the order of −0.02 to 0.02 month$^{-1}$. The reason for this is that these processes affect both DIC and TA, which results in minimal changes in the TA:DIC ratio. Also, the seasonal warming and cooling resulted in minor changes in $\Omega_{\text{Ar}}$ of −0.01 to 0.01 month$^{-1}$, with an overall relative impact of 3 ± 0.1%. In this regard, the waters of Adventfjorden may not be very sensitive to further warming because of climate change, with subsequent glacial and snow melt discharges. This is in contrast to the study by Fransson et al. (2016) in Kongsfjorden further north, where future increased warming was suggested to have significant impact on glacial meltwater and consequently $\Omega_{\text{Ar}}$. The authors estimated that a freshwater fraction of 10–11% results in a reduction in $\Omega_{\text{Ar}}$ of 0.7 based on dilution scenarios for different end-member TA. The corresponding freshwater fraction of 10% at the ISA Station reduces $\Omega_{\text{Ar}}$ by only 0.09 (for DIC according to Eqn. 5 and TA according to the linear fit in Fig. 2a).

Even though the freshwater inflow at the ISA Station reduces $\Omega_{\text{Ar}}$ by only 0.009/% $f_{\text{fw}}$ over a period when $\Omega_{\text{Ar}}$ typically is at its yearly maximum, the $\Omega_{\text{Ar}}$ of the winter ArW is 1.5. Similar values have been observed in Kongsfjorden ($\Omega_{\text{Ar}}$ ca. 1.5 in the deep water; Fransson et al. 2016) and in Tempelfjorden, a neighbouring branch within the Isfjorden system ($\Omega_{\text{Ar}}$ ca. 1.3–1.6 in the surface water; Fransson et al. 2015). With this in mind, and adding that increased meltwater releases are likely to bring more riverine organic decay products that contribute to increased CO$_2$, it seems reasonable to assume that $\Omega_{\text{Ar}}$ at least may be sensitive to future increases in freshwater discharges.

Net community production

The importance of biological processes on the marine CO$_2$ system, through the consumption or production of CO$_2$, is also reflected in the seasonal NCP drawdown that ranged from 65 to 85 g C m$^{-2}$. This is higher than a DIC-based seasonal NCP drawdown for the Amundsen Gulf region of 49 g C m$^{-2}$ (productive season from April to August, Shadwick et al. 2011). The range is also higher than nutrient-based seasonal NCP estimates for the Nordic and Barents seas as well as for the Canadian Arctic Archipelago of 30–40 g C m$^{-2}$ (Codispoti et al. 2013).

The annually integrated NCP$_{\text{DIC}}$ of 34 ± 1 g C m$^{-2}$ yr$^{-1}$ was considerably larger than the corresponding NCP$_{\text{NO$_3$}}$ of 2 ± 1 g C m$^{-2}$ yr$^{-1}$. This discrepancy could reflect the sensitivity of nutrient-based NCP estimates to the choice of the Redfield stoichiometric regeneration ratio that cannot constrain carbon overconsumption that may occur when nitrate becomes depleted. The use of the C:N Redfield ratio for the whole year will therefore result in a too low NCP$_{\text{NO$_3$}}$. To illustrate this, monthly ΔC:ΔN ratios at the ISA Station were estimated for the annual cycle of 2016, as shown in Fig. 6.

Note that the monthly changes in Δ[NO$_3$]$^{-1}_{\text{fw}}$, are minimal (<0.05 µmol kg$^{-1}$) in August and September 2016 giving unreasonably high ΔC:ΔN values, and these ratios are therefore not shown. The annual cycle in the ΔC:ΔN ratio at the ISA Station shows high values (>10) in the summer (June–July), which likely reflect carbon
Interannual variability: the links between water masses

Despite the fact that the NCP estimates to some extent reflect the chosen method, the biological CO₂ consumption during the productive season at the ISA Station was fairly high, although there were some differences between the years. The ArW had an earlier onset of the spring bloom compared to TAW, but the natural variability in the timing of the bloom is difficult to constrain with only three years of data. Hodal et al. (2012) showed that the bloom occurred between April and May in Kongsfjorden, for the years 2002, 2003, 2006 and 2007, which was similar to what we found in Adventfjorden.

The ΔC:ΔN uptake ratio was also estimated for the months of major productivity. The value for the ISA Station was 8.7 ± 0.6 when ArW was present as compared to 6.6 ± 0.5 when TAW was present (Table 2). This difference between water masses was also observed by Frigstad et al. (2014), who found seston C:N ratios of 7.9 and 6.7 for ArW and AW, respectively, in the Barents Sea. The drawdown of CO₂ at the ISA Station resulted in the seasonal NCP for ArW being nearly 20 g C m⁻² higher than that of the TAW, as estimated from ΔDICbio. The high primary production of the ArW maximizes the TA:DIC ratio and CO₂ buffer capacity (the Revelle factor reaches a minimum of 11), which results in Ωw of up to 2.4. On the other hand, the ArW also has the lowest TA:DIC ratio and CO₂ buffer capacity in winter with the Revelle factor close to 15 and Ωw of 1.5. A high DIC content in the ArW of the CC was observed by Fransson et al. (2016), who suggested it to reflect sea-ice processes, especially in Storfjorden, in east Spitsbergen, where excessively high DIC content also has been observed (Omar et al. 2005). This will result in a low TA:DIC ratio.

Altogether, the seasonal differences in Ωw are slightly larger for ArW (>0.8) as compared to those of TAW (about 0.7). Increased intrusions of TAW and/or AW into the fjord system in the future could possibly lower the NCP, with the potential to reduce the CO₂ buffer capacity and Ωw over the summer season. In winter time, on the other hand, the presence of TAW/AW will contribute to a slightly higher CO₂ buffer capacity and Ωw as opposed to the presence of colder and CO₂-enriched ArW.

Future outlook

The uptake of anthropogenic CO₂ will continue to lower the TA:DIC ratio, reduce the CO₂ buffer capacity of the surface water (increase the Revelle factor), as well as lower the pH and decrease [CO₂⁻²]. For a yearly increase in pCO₂ of 1 µatm yr⁻¹ because of anthropogenic CO₂ uptake, as observed in the WSC by Olsen et al. (2006).
$\Omega_m$ of the TAW will decrease by $-0.0036\ \text{yr}^{-1}$ (when using a temperature of 2°C). This value would double for a yearly increase in $p$CO$_2$ of 2 $\mu$atm yr$^{-1}$. How severe the consequences will be for $\Omega$ depends on the fate of the absorbed anthropogenic CO$_2$, which is intricately linked to the future NCP. The melting of the Spitsbergen snow and glacial cap will have consequences not only for the stratification and mixing of the water column, but it will also change the light conditions/optical properties and biogeochemistry of the water through input of bedrock-eroded minerals (e.g., carbonate- or silica-rich minerals; Fransson et al. 2015) and decaying organic materials. The fate of the NCP is ultimately dependent on how the marine ecosystems will respond to these climate change-induced changes. A next step to uncover these future uncertainties would be to resolve the sensitivity of the NCP to the timing of the bloom and the duration of the productive season in relation to the presence of either ArW or TAW and the onset of the melt season. For instance, does the occurrence of TAW in the fjord result in an earlier melt season and will an earlier melt season with a higher freshwater discharge—with subsequent reduction in water column light availability because of high sediment load—result in a shorter productive season and altogether lower NCP?
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